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Metoda Monte Carlo

Metoda Monte Carlo (MC) nazywamy dowolng me-
tode uzywajaca liczb losowych do rozwigzania pro-
blemu. Lub bardziej formalnie

Definicja 1. (Halton, 1970) Metoda Monte Car-
lo jest to metoda reprezentujaca rozwiazanie pro-
blemu w postaci parametru pewnej hipotetycznej
populacji i uzywajaca sekwencji liczb losowych do
skonstruowania préby losowej danej populacji, z
ktérej to statystyczne oszacowania tego parame-
tru moga by¢ otrzymane.

Az do czasu pojawienia sie komputeréw metoda
MC nie mogta by¢ stosowana szerzej, gdyz reczne
modelowanie zmiennych losowych jest zadaniem
bardzo pracochtonnym. Pojawienie sie metody MC
jako catkowicie uniwersalnej metody obliczen stato



sie mozliwe tylko dzieki pojawieniu sie kompute-
réw.

Sama nazwa ,,Monte Carlo” pochodzi od mia-
sta Monte Carlo w Ksiestwie Monako, stynnego ze
swoich doméw gry posiadajacych jeden z najprost-
szych mechanizméw do otrzymywania liczb loso-
wych jakim jest ruletka.



Przyktad 1. Zafozymy, ze musimy obliczyé pole
powierzchni figury ptaskiej S. Zatézmy, Ze jest ona
zawarta w jednostkowym kwadracie jak na rysun-
ku.

Wezmy N punktéw losowo rozmieszczonych we



wnetrzu kwadratu. Oznaczmy przez N' liczbe punk-
téw z wnetrza S. Jasno wynika, ze pole S mozna
przyblizy¢ stosunkiem N'/N. Im wigksze jest N
tym oszacowanie to jest lepsze.

W przyktadzie, przedstawionym na rysunku, wzie-
to 40 punktow. Dwanascie z nich lezy wewnatrz S.
Stosunek N'/N wynosi 12/40 = 0.30. Dokfadne
pole S jest réwne 0.35.



Dwie wtasciwo$ci metody Monte Carlo

1. Pierwsza wtasno$¢ metody, to prosta struk-
tura algorytmu obliczen. Z reguty buduje sie
program realizacji jednego zdarzenia losowe-
go. Nastepnie zdarzenie to powtarza sie N-
razy tak by kazdy eksperyment byt niezalez-
ny od poprzednich i wyniki wszystkich do-
Swiadczen usrednia sie.

2. Druga cecha metody Monte Carlo jest zbiez-
no$¢ obliczen, proporcjonalna z reguty do
/D/N, gdzie D jest pewna stata a N licz-
ba préb. Widad stad, ze w celu 10-krotnego
zmniejszenia btedu, nalezy zwiekszy¢é N 100
razy.

Monte Carlo jest szczegélnie efektywna przy roz-

wigzywaniu tych probleméw, dla ktérych wystar-
cza znajomos$¢ wyniku z niewielka doktadnoscia.



Ten sam problem mozna jednakze rozwigzywaé z
zastosowaniem réznych wariantéw metody Monte
Carlo, ktérym odpowiadaja rézne wartosci parame-
tru D. W wielu przypadkach udaje sie polepszy¢
doktadno$é, wybierajac ten sposéb obliczen, kté-
remu odpowiada znacznie mniejsza wartos¢ D.



Obliczanie catek oznaczonych metoda
Monte Carlo

Chcemy obliczy¢ catke

I= /abg(x)dx.

Wezmy zmienng losowa £ o gestosci p(z) na (a,b),
woéwczas catke mozemy wyznaczyé nastepujaco
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Na mocy centralnego twierdzenia granicznego
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dla odpowiednio duzego N i N niezaleznych war-
tosci &1,&2, ..., &N zmiennej losowej &. Jednocze-
$nie, z bardzo duzym prawdopodobienstwem btad
przyblizenia nie przekracza
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Okazuje sie, ze wielko$¢ DQE g jest najmniej-

sza jezeli wybierzemy zmienng losowa £ o gestosci
p(x), ktéra jest proporcjonalny do |g(z)].

Zadanie 1. Oblicz w przyblizeniu catke

w/2
I= / sin(x)dz,
0

ktorej doktadna wartos¢ wynosi 1. Wykorzystaj w
obliczeniach dwie rézne zmienne losowe &:



1. o statej gestosci p(x) = 2/,

2. o gestosci p(x) = 8z /.
Na rysunku widzimy, ze druga gestos¢ bardziej przy-
pomina ksztattem |sin(x)| i powinna dawaé do-
ktadniejszy wynik.
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