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Metoda Newtona

Niech f bedzie funkcja, ktérej zera musimy wyzna-
czyé. Niech = bedzie takim zerem, a p jego przybli-
zeniem. Jezeli f” istnieje to na mocy twierdzenia
Taylora

0=f(z)=f(p+h) = f(p)+hf(p)+O(h?),

gdzie h = x — p. Jedli h jest mate to jest roz-
sadne pominiecie sktadnika O(h?) i rozwiazanie
otrzymanego réwnania wzgledem h. Daje to h =
—f(p)/f'(p). Jedli p jest przyblizeniem z, to p —
f'(p)/ f(p) powinno by¢ lepszym przyblizeniem te-
go zera. Rozumowanie to mozemy powtérzy¢ przyj-
mujac x :=p— f'(p)/f(p). Dlatego metoda New-
tona polega na rekurencyjnym stosowaniu wzoru

Tnyl = Tp — f’(x )
n







dla m > 0 i pewnego punktu startowego z.

Metoda Newtona jest szybsza od metody bi-
sekcji, gdyz jej zbieznos$¢ jest kwadratowa, a nie
liniowa. Gdy tylko przyblizenia tworzone metoda
Newtona sg dostatecznie bliskie pierwiastka, staje
sie tak szybko zbiezna, Zze zaledwie kilka dodatko-
wych przyblizen daje juz maksymalna doktadnos¢.
Niestety metoda Newtona nie zawsze jest zbiezna.
Wiemy tylko, ze

Twierdzenie 1. Istnieje otoczenie pierwiastka funk-
cji, takie ze metoda Newtona startujac z tego oto-
czenia zbiega do tego pierwiastka.

natomiast nie znamy tego otoczenia. Dlatego cze-
sto uzywa sie jej w kombinacji z jakas wolniejsza
metoda, ale globalnie zbiezng (np. bisekcji).



Zadanie 1. Wykonaj dwie iteracje metody New-
tona dla funkcji f(x) = 22 + 1 i punktu poczatko-
wego

a) o =147,
b) 330:1,
) wo = 2i— 1.

Zadanie 2. Znajdz efektywny sposéb obliczania
pierwiastka 2-tego stopnia z liczby A tzn. V/A.

Zadanie 3. Napisz w MATLAB-ie program realizu-
Jjacy algorytm Newtona. Deklaracja funkcji powin-
na by¢ nastepujaca:

[pn, err,ypn, k=
newton (f,df,p0,delta,epsilon,maz),

gdzie
f — nazwa funkgji,



df — nazwa pochodnej funkcji,

p0 — punkt poczatkowy,

delta, epsilon — doktadno$¢ rozwiazania; zada-
my aby byt spetniony warunek (|pn — pp_1] <
delta)V (|f(pn)| < epsilon), gdzie pn jest przy-
blizonym rozwiazaniem, a p,,_1 przedostatnim ele-
mentem ciagu,

max — ograniczenie na liczbe krokéw; program nie
moze wykonaé wiecej niz max iteracji,

pn — przyblizone rozwigzanie,

err — bfad rozwigzania; err = |p, — pn_1|, gdzie
Py, Oraz p,—1 sa dwoma ostatnimi elementami cis-
gu,

ypn — wartos¢ funkcji w punkcie pn,

k — liczba krokéw po ktérej wyznaczono rozwigza-
nie.

Rozwigzanie: newton.m



O

Zadanie 4. SprawdZ program newton dla poniz-
szych funkcji i punktéw poczatkowych.

a) f(x) =sin(x), ¢ = 2,
b) f(x) =sin(x), zg = 1.57,
c) f(z) =1— 22+ cos(z), 2o = 2.



Metoda siecznych

Jedna z wad metody Newtona jest wymég znania
pochodnej funkgji, ktérej zera szukamy. Pomyst w
metodzie siecznych polega na zastapieniu pochod-
nej ilorazem réznicowym postaci

f/(xn) ~ f(xn) - f(xnfl) )

Ty — Tp—1

To przyblizenie daje metode siecznych opisang wzo-
rem

Tp — Tp—1

f(xn) - f(xn—l)

dlan > 1idwdch punktéw poczatkowych zg, ;.

T+l = Tn — f(xn)



Zadanie 5. Napisz w MATLAB-ie program realizu-
Jacy algorytm siecznych. Deklaracja funkcji powin-
na by¢ nastepujaca:

[pn, err,ypn, k]=
secant (f,p0,p1,delta, epsilon,maz),

gdzie

f — nazwa funkgji,

p0, p1 — punkty poczatkowe,

delta, epsilon — dokfadnos¢ rozwigzania; Zzada-
my aby byt spetniony warunek (|pn — pn_1] <
delta)V (|f(pn)| < epsilon), gdzie pn jest przy-
blizonym rozwiazaniem, a p,,—1 przedostatnim ele-
mentem ciagu,

maz — ograniczenie na liczbe krokéw; program nie
moze wykonacé wiecej niz maz iteracji,

pn — przyblizone rozwiazanie,

err — bfad rozwigzania; err = |p, — pn—1|, gdzie




Py, Oraz p,—1 sa dwoma ostatnimi elementami cia-
&u,

ypn — wartos¢ funkcji w punkcie pn,

k — liczba krokdw po ktdrej wyznaczono rozwigza-
nie.

Rozwigzanie: secant.m
O
Zadanie 6. SprawdZ program secant dla poniz-

szych funkcji i wybranych dwéch punktéw poczat-
kowych.

a) sin(z/2) — 1,

b) e* —tg(x),
c) 3 — 1222 + 3z + 1.



